
International Journal of Market Research Vol. 57 Issue 2

203© M. Callegaro, M. H. Murakami, Z. Tepman, and V. Henderson, 2015

DOI: 10.2501/IJMR-2015-014

Yes–no answers versus check-all in 
self‑administered modes
A systematic review and analyses

Mario Callegaro
Google UK Ltd
Michael H. Murakami
Latinum Network
Ziv Tepman
Staffing Industry Analysts
Vani Henderson
Google, Inc.

When writing questions with dichotomous response options, those administering 
surveys on the web or on paper can choose from a variety of formats, including 
a check-all-that-apply or a forced-choice format (e.g. yes–no) in self-administered 
questionnaires. These two formats have been compared and evaluated in many 
experimental studies. In this paper, we conduct a systematic review and a few 
meta-analyses of different aspects of the available research that compares these 
two formats. We find that endorsement levels increase by a factor of 1.42 when 
questions are posed in a forced-choice rather than check-all format. However, 
when comparing across a battery of questions, the rank order of endorsement 
rates remains the same for both formats. While most authors hypothesise that 
respondents endorse more alternatives presented in a forced-choice (versus 
check-all-that-apply) format because they process that format at a deeper 
cognitive level, we introduce the acquiescence bias hypothesis as an alternative 
and complementary explanation. Further research is required to identify which 
format elicits answers closer to the ‘true level’ of endorsement, since the few 
validation studies have proved inconclusive.

Introduction

When surveyors ask respondents to select statements that apply to them, 
actions they have ever taken, or items they recognise, two formats are 
typically used in self-administered questionnaires on the web or on paper: 
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a check-all-that-apply format or a forced-choice (e.g. yes–no) format. 
Employed in a wide variety of survey applications, these two formats have 
been used to investigate consumer preferences (Ares et  al. 2010; Lado 
et al. 2010; Parente et al. 2011), employment status (Thomas et al. 2009), 
and type of health care coverage (Ericson & Nelson 2007), to name a few 
examples. Check-all or forced-choice answers are also used as screening 
questions to find eligible respondents for a complete study, or for particular 
sections of a questionnaire (Thomas 2011).

A check-all-that-apply format requires the respondent to check or mark 
the items of interest, with the implicit assumption that the checked items 
are a ‘yes’ and the non-checked items are a ‘no’. Check-all-that-apply 
is also called ‘mark all that apply’ (Rasinski et  al. 1994; Nicolaas et  al. 
2011), ‘multiple response format’ (Thomas & Klein 2006) or, simply, 
‘check all’ (Smyth et al. 2006; Dykema et al. 2011). An alternative method 
of asking the same question is to have the respondent explicitly provide a 
‘yes’ or ‘no’ answer (or similarly dichotomous options: applies to me, does 
not apply to me; describes me, does not describe me; etc.) for each item 
in the list. This format is also referred to as ‘forced choice’ (Smyth et al. 
2006; Stern et al. 2007, 2012).

The forced-choice response format is generally straightforward for 
respondents to answer and for the researcher to code; a marked yes is a 
‘yes’, a marked no is a ‘no’ and, if nothing is selected, that entry is considered 
item non-response. The situation is quite different for check-all-that-apply 
formats. As Bradburn et al. (2004, p. 173), Sudman and Bradburn (1982, 
p. 168) and Birnbaum (2001, p. 53) have pointed out, the difficulty lies in 
interpreting a non-checked box, since four explanations are possible:

1.	 the response option does not apply and therefore is a ‘no’
2.	 the respondent might have missed that entry in the list
3.	 the respondent was not sure, or
4.	 the respondent did not want to answer the question.

Because of this coding issue, there is an unresolved debate in the survey 
research literature over which response format provides the most reliable 
data for self-administered surveys. Also, in mixed-mode surveys, or when 
comparing results across surveys of different modes, it is important to 
understand which format generates the most comparable (i.e. valid) results 
across phone, web and mail (Smyth et  al. 2008). For instance, the only 
option for telephone interviews is to ask forced-choice questions. So is a 
check-all-that-apply format a valid substitute when the same question is 
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self-administered? Or consider another example of face-to-face surveys: it 
is possible for an interviewer to either read respondents a list of options in 
forced-choice format or to display a notecard with the full list of options 
and ask them to indicate all that apply.1 Thus, in mixed-mode surveys with 
a face-to-face component, data can be recorded in checkbox format or 
forced-choice format. Which format should online respondents of the same 
survey be presented with?

Many experiments comparing the two formats have been conducted 
with a randomised experimental design. We start by reviewing these 
experiments and then conduct several meta-analyses to summarise their 
collective results.

Results from randomised experiments comparing check-all-
that-apply with forced-choice answer formats

Locating experimental studies

Several experiments comparing the results of check-all-that-apply versus 
forced-choice response options have been conducted. To find all published 
and unpublished papers for our review, we consulted the following 
databases searching for the keywords ‘mark-all’ and ‘check-all’ in the 
title and abstract: Ebsco, Warc, Psynet, WebSm, Pubmed, Acm, Ieee, Ssrn, 
Marketresearch.com and Ingentaconnect. To avoid publication bias 
(Dickersin 2005), we also searched the proceedings of the American 
Statistical Association, Joint Statistical Meeting, Survey Research Methods 
section; the past ten years of conference programmes of the American 
Association for Public Opinion Research (AAPOR); the past ten years 
of conference programmes of the General Online Research (GOR); and 
the past ten years of proceeds and publications of the European Society 
for Opinion and Marketing Research (ESOMAR). We also performed 
a Google and Google Scholar search with the same keywords. For each 
relevant paper found in these searches, we looked at the references cited 
and obtained any new titles. This ‘snowballing’ method was updated, and 
the full list of papers was finalised in October 2013. The effort yielded 
a total of 18 works: seven peer-reviewed journal publications, three 
conference proceedings, five conference papers, one conference poster, 

1  For example, in the British Household Panel Survey, showcards are used to ask which appliances are present in 
each household: ‘Would you look at this card please and tell me if you have any of the items listed in your (part 
of the) accommodation?’ (p. 15, showcard on page H50). Online at: www.iser.essex.ac.uk/bhps/documentation/
pdf_versions/questionnaires/bhpsw11q.pdf.
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one book chapter and one working paper in which check-all-that-apply 
answers were compared to forced-choice answers. The outcome of the 
search revealed that these experiments were mostly conducted in the US, 
with few notable exceptions (Thomas & Klein 2006; Nicolaas et al. 2011). 
Given that we used only English-language keywords, we cannot guarantee 
that other studies have not been published in other languages.

Paper-and-pencil survey experiments

The first bona fide experiment on the general population was conducted 
in an exit poll during the 1992 US Presidential Election (Mitofsky & 
Edelman 1995). On that occasion, voters were randomised to receive an 
exit poll questionnaire with some factual and opinion items in either a 
check-all-that-apply or a yes–no format. The yes–no version increased the 
estimate of average support for those items by about seven percentage 
points (p.  95). In another experiment, Rasinski and colleagues (1994) 
randomly distributed paper-and-pencil questionnaires to high-school 
seniors in either a check-all-that-apply or yes–no format for the same 
set of questions. They found that significantly fewer response options 
were selected in the check-all-that-apply condition (average of 4.0) when 
compared to the yes–no condition (average of 4.6) across three sets of 
response options ranging from 4 to 20 items.

Mirroring these results, Stern et  al. (2007, 2012) conducted a survey 
experiment by mailing questionnaires to residents of a community in North 
America and found a significantly lower number of endorsed items for 
checkboxes (average of 3.01) versus yes–no answers (average of 3.20) in one 
set of six response options. In a randomised paper-and-pencil experiment 
with university students, Smyth et al. (2006) obtained a significantly lower 
number of ‘yes’ responses to 15 items in a check-all-that-apply format 
(average of 2.6) rather than yes–no format (average 3.8). In a paper 
questionnaire administered to campers in British Colombia, respondents 
were randomised to different versions of the same questionnaire asking 
about camp-related information and camping equipment used (Dyck & 
Moore 2008). The authors found statistically significant differences in the 
expected direction (more items reported in the yes–no format) for some 
question sets.2

2  That the difference was not significant for all groups may be due to the nature of the questions. For questions 
regarding an event that is very salient (e.g. ‘For each of the following types of camping shelters, please tell us if you 
did or did not use each one during your stay in the campground’, asked immediately after the camping took place), 
asking the question as check-all or as yes–no produced the same amount of endorsements (Ziv question: Was it 
precisely the same amount of endorsement, or approximate? We should note if it’s approximate).
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The largest paper-and-pencil experiment was conducted in the 2006 
American Community Survey (ACS) content test (Ericson & Nelson 
2007), where 62,900 respondents were evenly randomised to a series of 
items asking about their health coverage either in a check-all-that-apply 
format or a yes–no format. The results confirmed the previous finding of 
higher endorsement rates on the yes–no response format, this time with a 
general population, probability-based sample.

Web survey experiments

Smyth et  al. (2006) and Thomas and Klein (2006) were the first to 
extend these findings to web surveys. In the Smyth study, a sample of 
Washington State University students was randomly assigned to either a 
check-all-that-apply or a yes–no format in two web surveys about campus 
life. The forced-choice option elicited significantly more responses than 
the check-all-that-apply option. The overall mean of endorsed items was 
3.3 in the checkboxes format versus 4.1 in the yes–no format, out of three 
sets of response options ranging from 10 to 15 items (web experiment 1). 
Similarly, the second experiment found significantly lower endorsements 
for checkboxes. Thomas and Klein (2006) conducted five separate 
randomised experiments with respondents from the Harris Interactive 
panel, some with US-only participants and some with international 
participants. The results were similar to the previous studies: the average 
score for the check-all-that-apply format was always lower than the yes–no 
condition. However, in their study, respondents were required to answer 
each item of the yes–no condition before they could advance to the next 
screen (p. 240), which may have confounded the question format effect. 
All the other studies reviewed here, including our experiment, do not force 
answers in the yes–no condition nor remind the respondents for missing 
items.

In a web experiment on a sample of Washington State University students, 
Smyth et  al. (2008) obtained a significantly higher average number of 
endorsed items for yes–no questions (4.74) than for check boxes (4.19) out 
of four sets of response options ranging from nine to 13 items. Nicolaas 
and colleagues (2011) found similar results from two randomised web 
experiments. The first experiment yielded an average of 4.4 endorsed items 
(out of 8) in the yes–no format, compared with an average of 2.9 endorsed 
items in the checkboxes format. The second experiment produced similar 
results: an average of 5.6 endorsed items (out of a possible 8) for the yes–
no format condition compared to an average of 3.9 endorsed items for the 
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checkboxes condition. These authors also conducted the same experiment 
on CAPI with very similar results.

Building on these results, Dykema et al. (2011) conducted a randomised 
experiment with university students and obtained a higher average 
number of endorsed items in the yes–no condition (8.3) compared with 
the check-all-that-apply condition (7.7). Finally, as part of a monthly 
experiment carried out on the Harris Interactive panel conducted for 
25 months from 2006 to 2008, the employment section questions of the 
ACS were asked randomly in either a check-all-that-apply or in a yes–no 
format (Thomas et al. 2009). When asked about their full-time employment 
status, 52% reported being employed in the randomly assigned yes–no 
condition, compared with 46% in the check-all-that-apply condition.

Tsuchiya and Hirai (2010) used ‘applies’ and ‘does not apply’ instead of 
the classic yes–no wording. Their paper suggests that any binary response 
option, not just ‘yes’ and ‘no’ responses, still elicits higher endorsement 
rates than a checkbox. For eight lists of four items each, the forced-choice 
format enjoyed an average level of support 16.4% higher than the 
check-all-that-apply format. Smyth et al. (2005, 2006) also used variations 
to yes–no question wordings in other experimental conditions of their 
studies.

Finally, Callegaro et  al. (2012, study 1) obtained similar results in 
an international web survey of small business advertisers. A total of 
18,301 customers were asked about their usage of nine customer support 
channels either in a check-all-that-apply format (one-third of respondents) 
or a yes–no format (two-thirds of respondents). The average number of 
endorsed items was 2.67 for the yes–no condition versus 2.06 for the 
check-all-that-apply condition (a statistically significant difference). The 
same authors conducted a follow-up study asking customers whether 
they sought customer support of five different types, with about 1,200 
respondents per experimental condition (study 2). Customers in the 
yes–no condition reported seeking an average of 1.85 types of support, 
compared with an average of 1.53 types for customers assigned to the 
check-all-that-apply condition (difference was statistically significant).

Mixed-mode experiments with telephone interviews

We identified three mixed-mode experiments comparing the results of a 
telephone survey with an identical web or mail survey, both with yes–no 
response options. In a mode experiment conducted in the 1993 National 
Survey of College Graduates (Mooney & Carlson 1996), respondents 
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were allocated to either a telephone mode or to a mail mode. Six batteries 
of up to 14 yes–no questions per battery were spaced throughout 
the questionnaire. When comparing the results obtained by mail and 
telephone, four out of the six batteries did show statistically significant 
differences, with a higher average number of endorsed items for the 
telephone mode (the small effect size was statistically significant due to the 
very large sample size).3 The authors explained the mode effect by noting 
that, in the CATI environment, interviewers read each item and make sure 
each answer is recorded, while in the mail self-administered mode the 
respondent might just ‘stop marking responses at any point’ (p. 617).

In the first study to be found in the literature, conducted both on the 
web and using CATI, undergraduates at Washington State University were 
randomised to either a telephone survey or a web survey (Smyth et  al. 
2008). Both surveys obtained a response rate of 59%. The authors found 
no difference in endorsement rates for yes–no options and concluded that 
yes–no response options were not prone to mode effects. On the other 
hand, Nicolaas et al. (2011) found a higher endorsement of yes–no options 
in a telephone version when compared with a web version of the same 
questionnaire. Respondents were randomly allocated to the two versions, 
but because of different response rates (69% by phone and 47% by web), 
the results were computed with controls for non-response in an OLS 
regression model.

In a telephone interview, respondents are typically presented questions 
only in a forced-choice format (e.g. yes–no), because it is unfeasible to ask 
them to check-all-that-apply in an auditory mode. However, the interviewer 
in a phone interview may be presented with the question battery on their 
CATI screen or script as either a forced-choice grid or as checkboxes, and 
there is some evidence that interviewers using checkboxes are less likely to 
read each item individually than interviews using yes–no options (Feindt 
et al. 1997).

Hypotheses explaining the question format treatment effects

The authors working on this topic tend to agree on the theory of deeper 
cognitive processing as an explanation for the main finding (i.e. more 
items endorsed in the forced-choice versus check-all-that-apply format). 
We present these explanations first, and then we propose an alternative 
and complementary theory that is not generally contemplated in the 
3  Sample sizes for the telephone group, depending on the question, varied from 585 to 3,193 respondents, while 
for the mail mode, they varied from 15,316 to 92,206 (Mooney & Carlson 1996, Table 1, p. 618).
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literature to explain this particular treatment effect: acquiescence response 
bias. Finally, we comment on the exclusion of acquiescence response bias 
explanation by Smyth et al. (2006) as a potential explanatory factor.

Deeper cognitive processing

Sudman and Bradburn (1982) recognised an advantage of forced-choice 
answers over check-all-that-apply: they demand more thought. ‘Respond
ents [in the forced-choice format] have to consider each adjective and 
decide whether it applies or does not apply to them’ (p.  168). Later, 
Rasinski and colleagues (1994) hypothesised that the check-all-that-apply 
format ‘might encourage a satisficing response strategy’ (p. 403). Bradburn 
and colleagues (2004) proposed that forced-choice answers elicit deeper 
cognitive processing in asking respondents to consider each item singularly, 
thus possibly reducing satisficing strategies (Krosnick 1999). This theory 
has since been embraced by many other scholars (Smyth et  al. 2006; 
Thomas & Klein 2006; Nicolaas et al. 2011).

Acquiescence response bias

We suggest an alternative and complementary theory that can explain 
the main findings: the well-known ‘acquiescence response bias’, i.e. ‘the 
tendency for survey respondents to agree with statements regardless of 
their content’ (Holbrook 2008, p.  3). Acquiescence response bias has 
been identified and discussed since the early days of survey research. For 
example, Schuman and Presser (1981) dedicated a chapter to this topic, 
called ‘The acquiescence quagmire’, in their questionnaire design book.

Most of the research on acquiescence bias has focused on agree/disagree 
items in experiments showing that respondents agreed, to a certain extent, 
with pairs of mutually exclusive statements. For example, Krosnick (1999, 
p.  552) reports a summary of 40 such agree/disagree studies where the 
average correlation among mutually exclusive (also called negatively 
worded) statements (e.g. I enjoy socialising versus I don’t enjoy socialising) 
was only –0.22, when it should be about –1.0, thus providing strong 
evidence of acquiescence response bias. With regard to yes–no items, 
Krosnick and Presser (2010) concluded that the effects they found were 
very similar to agree/disagree items effects. For instance, when asked about 
factual questions (questions where there is a correct answer), respondents 
tend to answer them rightly more often when the correct response is 
‘yes’ rather than ‘no’ (e.g. Larkins & Shaver 1967). For an example of 
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acquiescence bias in market research, we refer the reader to Martin et al. 
(2011).

Acquiescence bias has been explained in three different ways (Krosnick 
1999; Krosnick & Presser 2010): psychologists explain it as a personality 
trait for some respondents who are more predisposed than others to appear 
agreeable; sociologists explain it as the result of the higher social status of 
interviewers (representing the researchers) who, for some respondents, 
elicit the tendency to endorse assertions; lastly, acquiescence is explained 
by the notion of satisficing (Krosnick 1991). In the case of weak satisficing, 
it is easier to respond ‘yes’ because of the confirmatory bias hypothesis 
(Krosnick et al. 1996), which states that people start their memory search 
by looking first for reasons to agree, and search for reasons to disagree 
later in the response process. Agreeing is faster than disagreeing. In the 
case of strong satisficing, it is much easier to agree because it is considered 
polite – agreeing is more socially acceptable.

Acquiescence response bias ruled out by Smyth et al., and our 
counterargument

Smyth et al. (2005, 2006) ruled out acquiescence response bias as a potential 
explanation for the finding of higher endorsement rates for questions in 
a forced-choice format compared with the check-all format. The authors 
had two more experimental conditions in addition to what has been 
described thus far. In these other treatment conditions, ‘Don’t know’ and 
‘No opinion’ were each added as a third available response option beside 
‘Yes’ and ‘No’.4 The results from these experiments showed that when 
‘Don’t know’ was added, the difference in percentages in the distribution 
of yes–no items (the % who said yes in yes–no vs the % who said yes in yes–
no–don’t know) in both conditions was relatively unchanged in 10 of the 
12 items. The results are much different under the ‘No opinion’ condition. 
Adding this category substantially changed the percentage of respondents 
endorsing ‘No’, lowering it by an average of 15.2 percentage points across 
the 15 items. Thus, the ‘No opinion’ option was drawing responses from 
the ‘No’ category. The authors use these two extra experiments to argue 
that if ‘neutral or undecided respondents are acquiescing by choosing “yes” 
to avoid being disagreeable, we would expect to see these third categories 
drawing responses from the “yes” category’ (p. 74), which is not the case.

4  Tables 7 and 8 in Smyth et al. (2005, pp. 21–22).
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We argue that this line of reasoning does not rule out acquiescence 
response bias as an explanation for higher endorsement in forced-choice 
questions. First, the experiment was conducted by comparing the condition 
with ‘Yes’ and ‘No’ response options with the condition, which added ‘No 
opinion’, in forced-choice format only. The parallel experiment where a 
‘No opinion’ response option would appear next to the checkbox was not 
conducted. For this reason we cannot measure if the rate of ‘No opinion’ 
was higher (or lower) in the forced choice or check-all condition. Second, 
regardless of whether acquiescence bias is explained by weak or strong 
satisficing (Krosnick 1999), both a quicker search (in the respondent’s 
memory) for agreement criteria and greater social rewards for agreement 
predict that respondents will ‘Agree’ with statements regardless of their 
content. Neither predicts a higher rate of 'No opinion'.

Analyses of the randomised experiments

To deepen our knowledge of the topic, we performed summary analyses 
using the publications’ original tables or by obtaining the necessary data 
from the authors. Six analyses were performed, although the number of 
experiments per analysis differed depending on the availability of the data.

1.	 We calculated the average increase in item endorsement of the 
forced-choice condition over the check-all-that-apply condition.

2.	 For each format, we computed a rank order of answers within the 
battery of questions, from the answer that obtained the highest 
endorsement to the answer that obtained the lowest endorsement. 
We then analysed the correlation between the two rank orders as a 
measure of changes within the rank by format.

3.	 We computed how much longer it took respondents to answer 
forced-choice questions compared with questions in the 
check-all-that-apply format.

4.	 We studied primacy effects by question format.
5.	 We calculated the percentage of respondents who treated a forced-choice 

question as if it were asked in a check-all-that-apply format.
6.	 We examined break-off rates by condition.

To perform the first analysis, we first reduced the various tables in 
these papers5 to common summary measures that could be directly 

5  We excluded the paper by Dyck and Moore (2008) due to the low sample size of their experiment.
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compared. We captured the average percentage of endorsements in 
the check-all-that-apply tables and in the yes–no tables for each study. 
This resulted in 17 separate tables of averages. We treated each table 
as independent if the study was conducted with different subjects, and 
we combined different tables from the same study if they used the same 
subjects. We assumed independence of studies in the meta-analysis from a 
statistical point of view.6 We performed a meta-analysis using OpenMeta 
(Wallace et  al. 2012). A random effects meta-analysis (Borenstein et  al. 
2010) yielded a statistically significant point estimate of an odds ratio 
of 1.417 (p < 0.001) with a lower bound of 1.317 and an upper bound 
of 1.525. An odds ratio of 1 means no effect. This result shows that the 
forced-choice format increased endorsement rates substantially, with an 
overall average increase of a factor of 1.42.

The second analysis investigated whether the relative order (or rank) 
of an endorsed item changes depending on whether the question is asked 
in a check-all-that-apply or in a forced-choice format. For both the 
check-all-that-apply condition and the forced-choice condition, we assigned 
an order value to each item that captured the rank of the frequency of 
endorsement for that item – an approach similar to that used by Thomas 
and Klein (2006). We then computed the Pearson correlation between the 
two rankings, with a perfect correlation (1.0) indicating exactly the same 
order between the two conditions. The results from a meta-analysis of 
correlations using Comprehensive Meta Analysis (Borenstein et al. 2011) 
showed an overall cumulative correlation value of 0.97 with a random 
effect model (p < 0.001). Thomas and Klein (2006) reported a similar 
value (r = 0.98, p < 0.001) across all of their studies.

Next, in our third meta-analysis, we investigated how long it took 
respondents to answer both types of question format. To make the numbers 
comparable, we divided the reported average time per battery of questions 
by the number of items in the battery. On average, respondents took almost 
twice as long to answer question batteries in a yes–no format (192%) 
compared to the same questions in a check-all format. For example, a 
battery of ten items completed in 20 seconds (about two seconds per 
item) in the check-all-that-apply format would take about 38 seconds to 
complete in a forced-choice format. However, the standard deviation of 
the increase is high due to the varying topics and number of items used 
in the experiments, the population of interest, how each author treated 
outliers in the computation of the mean answer time, and the fact that 
6  Because we found only one study (Tsuchiya & Hirai 2010) where language departed from ‘yes’/‘no’ language 
(using instead, ‘applies to me’/‘does not apply to me’), we excluded it from the analysis
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forced-choice items were mandatory in the web survey (Thomas & Klein 
2006). If we exclude the outliers (Thomas & Klein 2006; Dykema et al. 
2011), the average increase is even greater: 264%. One reason for the 
longer period of time spent on forced-choice items is mechanical: they 
require the respondent to click either ‘yes’ or ‘no’ for each row, while 
check-all-that-apply grids demand a click on only a fraction of the items 
(Thomas & Klein 2006). But the size of this effect may also reflect some 
difference in psychological engagement as well.

Another question we investigated is whether one of these two question 
formats is more prone to order or primacy effects than the other. For 
example, are items presented further down the list less likely to be endorsed 
for check-all versus forced-choice formats? In our fourth meta-analysis, 
we attempted to answer this question, and the results are mixed. In 
experiment 2, Thomas and Kline (2006) randomised the order of the list and 
kept track of the order of presentation of the items for a list of five and a list 
of ten items. They found that items presented later in the list are endorsed 
less, but there was no significant response format interaction. These results 
echo the paper-and-pencil experiment by Rasinski et al. (1994), where the 
order of the items was reversed for half the respondents. The authors found 
a significant order effect (items presented early were selected more often) 
but no interaction with the format of the question. However, Thomas and 
Klein (2006) in their ‘experiment 4’ (conducted in eight different countries 
with a list of five items)7 found no order effect for check-all-that-apply, 
while they found increased endorsement for yes–no items presented later 
in the list. Lastly, Smyth et al. (2005) did not find any primacy effects for 
the check-all or yes–no question formats.8 They did, however, find primacy 
effects for respondents who answered the survey in below-average time for 
check-all-that-apply in comparison to yes–no answers, which is an indication 
of satisficing. From the above evidence, it is difficult to conclude that one 
format is more prone to primacy effects than another.

A fifth question is if respondents treat a forced-choice response format 
as a check-all-that-apply format by marking only ‘yes’ responses without 
checking any ‘no’ responses. An example of such a pattern is depicted in 
Figure 1.

Patterns like this present the same challenges of interpretation that 
apply to the check-all-that-apply format. Although blank rows could 
be interpreted as item non-response, in practice when there are many 

7  Australia, Canada, France, Germany, Italy, Spain, UK and US.
8  This is a longer version of the same study published a year later as Smyth et al. (2006), but contains more 
detailed analysis and tables.
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respondents answering in a similar fashion, it is difficult to make the 
assumption that all of the item non-response should be excluded from 
subsequent analysis. In a yes–no grid, non-response may simply be an 
indication of ‘not yes’.

Two studies conducted with university students estimated the number 
of respondents using a yes–no grid as a check-all-that-apply format. 
In the first study, only 1% of respondents treated a yes–no matrix as a 
check-all-that-apply grid (Smyth et al. 2008), while in a second study across 
24 yes–no treatments in three surveys, 2.7% of respondents treated a yes–
no matrix as a check-all-that-apply grid (Smyth et al. 2006). However, the 
results from these papers were based on very salient survey topics conducted 
on college students with a high level of engagement, as demonstrated by 
high response rates of 56–59%. Callegaro et al. (2012) found much higher 
percentages of respondents treating a yes–no as a check-all-that-apply: 
16.9% in study 1, with significant variation by country, and 3.2% in study 
2. The results from study 1 might be due to the question wording used in 
the experiment.9 If we exclude study 1 as an outlier due to the particular 
question wording, it appears that only a very small minority of respondents 
treat a yes–no matrix as a check-all-that-apply grid, although we advise 
readers to measure this effect in their datasets.

Finally, our sixth analysis revolved around the question of whether one 
response format produces a higher break-off rate than the other and, if so, 
how much higher? The limited evidence suggests that there are not dramatic 
differences. For example, in their study featuring four grids with a number of 
items ranging from four to seven, Dykema et al. (2011) found a slightly higher 
(but not statistically significant) break-off rate in the yes–no format (1.6%) 

9  ‘Which, if any, of the following have you used for further information or help with AdWords in the last six months?’ 

Yes No
Item a  ¡

Item b  ¡

Item c  ¡

Item d  ¡

Item e  ¡

Item f  ¡

Item g  ¡

Item h  ¡

Item i  ¡

Figure 1  Example of a respondent treating a yes–no set as check-all-that-apply
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rather than the check-all-that-apply format (0.7%). Callegaro et al. (2012), in 
two studies utilising one grid with eight items, found similar results: a 2.5% 
versus 1.5% break-off rate (significant at p < 0.05) in study 1, and a 0.6% 
vs 0.59% break-off rate (n.s.) in study 2. With only two studies investigating 
break-off in our inventory, there is limited evidence suggesting no difference 
in break-off rates between the two formats. Moreover, given that Peytchev 
(2009) showed that grids are associated with a higher level of break-offs than 
other question types, the reader might wonder if longer grids can trigger 
higher break-off rates than shorter grids. Unfortunately from the above data, 
we cannot validate this hypothesis.

Test–retest reliability and validity studies

Despite the substantial body of research on check-all-that-apply and yes–
no formats, only a handful of studies have examined the reliability and 
validity of each approach. Specifically, two studies used re-interviews to 
compare the reliability of each method (Groves et al. 2009, pp. 282–284).

In the first study, about 1,000 respondents from the School and 
Staffing Survey (SASS) conducted in 1988 and 1991 in paper format 
were re-interviewed by phone by the US Census CATI laboratory 
(Feindt et  al. 1997). Some questions had changed between waves, from 
a check-all-that-apply to a yes–no format. The authors computed an 
index of inconsistency (Forsman & Schreiner 1991) between the original 
interview and the re-interview data. The index of inconsistency for the 
re-interview questions in the check-all-that-apply format was greater than 
for the questions asked originally in the yes–no format, indicating that the 
yes–no format yielded more reliable responses.

Similar results were found in the above-mentioned ACS large-scale 
experiment (Ericson & Nelson 2007). For each of the original respondents 
who provided a phone number, a telephone re-interview was attempted, with 
a response rate of 76.1% across both the control and experimental groups. 
The yes–no format produced more consistent (implying more reliable) 
responses across the interviews, compared to the check-all-that-apply 
format, for questions on health status coverage.

The problem with these studies is that only the yes–no format in 
the telephone interview was cleanly compared with its paper version. 
Thus, there is a missing comparison: check-all-that-apply in the first 
interview with check-all-that-apply in the phone re-interview. This missing 
comparison weakens the researchers’ claim that the yes–no format is more 
reliable than the check-all-that-apply response format.
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In addition to reliability, researchers should also assess measurement 
validity in evaluating the quality of a response format (Rasinski et  al. 
1994; Smyth et al. 2008; Thomas & Klein 2006). In their camping study, 
Dyck and Moore (2008) obtained validation data for the camping shelter 
types via parking operators who observed and recorded the type of 
camping shelter each camping party used (e.g. tent or van). Results showed 
no statistically significant difference between the validation data and the 
questionnaire for either format, perhaps because of the high saliency of 
the questions. Dykema et  al. (2011) also attempted to assess validity of 
the two question formats through an internal validity check. After asking 
respondents a series of 22 check-all or yes–no questions regarding media 
habits and social activities, they later asked in the same survey how often 
the respondents followed current events in the news and how often they 
have participated in social activities. Their hypothesis was that the ‘better’ 
question format should predict a stronger correlation with the internal 
criterion validity measure. In the end, their analysis showed that neither 
response format was superior in terms of criterion validity. This might 
be because the criterion validity question (how often) contained vague 
quantifiers, which may have produced measurement error that obfuscated 
the results. Finally, Callegaro et al. (2012, study 2) were able to match three 
of the five product help-seeking activities to internal data (for example, if 
a respondent said he/she chatted with a service representative during the 
past three months, that customer identification number was matched with 
the internal chat record). The results were inconclusive: the differences 
in false positive rates (when the respondent said he/she did the activity 
but no validations record was found) and false negative rates (when the 
respondent said he/she did not do the activity but a validation record was 
found) between the two conditions were not statistically significant.

The mixed evidence of studies conducted so far leaves the reader with 
some doubts about a potential higher test–retest reliability of forced 
choice versus check-all-that-apply, and no firm answer to the overarching 
question, ‘Which response format elicits answers closer to the “true 
value”?’ Reliability and validity should be measured together to give the 
full picture of the quality of a response format.

Discussion: two competing or complementary theories to 
explain the findings?

In this section, we evaluate the deeper cognitive processing and acquiescence 
response bias hypotheses. We will draw on the first four main findings from 
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our systematic review to understand if one hypothesis better predicts our 
empirical results. Because the relevant studies for the subsequent three 
discussions are either inconclusive (primacy effects), relevant for only one 
format (respondents treating a forced choice as a check-all), or statistically 
(and substantively) insignificant (break-off rates), we do not consider them 
as evidence one way or the other.

Higher endorsement rates for forced-choice vs check-all

The deeper cognitive processing theory explains the finding by posing 
that more attention placed on the item makes it more likely information 
that can verify the statement will be retrieved from memory. The theory 
of acquiescence bias, which explains the same findings primarily for its 
mechanism, which is the tendency to agree with the statement regardless 
of content because it is easier to do so, or more socially accepted, explains 
the same findings. Based on the studies conducted so far, as well as our 
review and meta-analyses, we conclude that these two theories are not 
mutually exclusive, and indeed may both explain the higher endorsement 
rates for yes–no items. Deeper cognitive processing is the prevalent theory 
used by the authors of these studies. However, given that the magnitude of 
acquiescence bias is substantial, as summarised by Krosnick and Presser 
(2010), we are not convinced from the study of Smith et al. (2005, 2006) 
that acquiescence bias should be ruled out as an explanation of higher 
endorsement rates for yes–no question formats.

The rank order of the items does not change by question format

For this particular finding, neither theory seems to predict whether 
the order of items should change by questionnaire format. We may 
hypothesise that the effect should be constant throughout a battery of 
questions, regardless of explanatory theory. This may be why the rank 
order does not change across formats.

The time spent completing questions in the forced-choice format is about 
double that in the check-all format

Because answering yes–no questions requires a greater number of clicks 
in comparison to check-all-that-apply, it is difficult to disentangle these 
mechanics from other (cognitive and motivational) elements of answering 
the questionnaire. Proponents of the deeper processing theory (Smyth et al. 
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2006) propose that respondents spend more time ‘on the forced-choice 
format independent of this extra mechanical response step’ (p.  72). In 
fact, the respondents (college students) in their study spent two and a 
half times as long answering the forced-choice battery compared with the 
check-all format. Nicolaas et al. (2011) were able to measure time latency 
in their study with a sample of UK general population respondents. The 
treatment effect was even higher than in Smyth et al. (2006), about three 
times as long for the yes–no format than the check-all-that-apply format. 
An eye-tracking study, coupled with paradata, might be able to shed 
some light on how much of the treatment effect is caused by mechanical 
demands rather than deeper cognitive engagement.

In summary, our literature review found that effects are remarkably 
consistent across modes (paper and pencil or web), topics, populations 
and countries, and that both theories – deeper cognitive processing (Smyth 
et al. 2008) and acquiescence response bias (Krosnick & Presser 2010) – 
can account for these findings.

Conclusions and future research agenda

A change in response format can produce quite different estimates. What 
are the implications for survey measurement? The good news is that if 
researchers are interested in the relative order of the items, asking the 
question in one format or the other does not make a difference. On the other 
hand, researchers interested in accurate point estimates will be disappointed 
that choosing one format or the other will produce at times substantially 
different estimates, with the check-all-that-apply format always providing a 
lower estimate than the yes–no response format. Perhaps more frustrating 
is that the lack of conclusive validation studies makes it difficult to discern 
which method comes closer to hitting the mark.

We compared the current theory of deeper cognitive processing with 
the alternative theory of acquiescence response bias to explain differences 
across response formats. Both theories can account for the differing 
results between the two formats, and neither seems clearly superior to 
the other. One of the limitations of this study is that, while we identified 
18 research studies, it is possible, as with any academic review, that we 
missed other experiments evaluating these formats given we included only 
English-language keywords in our search.

The overarching goal of this paper is to spur more research on these two 
kinds of question format, because they do elicit quite different estimates. 
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We hope the reader can use this paper as a starting point to test new 
hypotheses and the alternative theories that can account for some of the 
results and to compare the validity of yes–no and check-all-that-apply 
formats. Validation data can be difficult to obtain, difficult to process and 
expensive. At the same time, these data are invaluable if we are to know 
which response format provides answers closer to the ‘true value’.

Appendix: Computation of rank order using Stern et al. (2007, 
p. 128) as an example

Check-all
Forced-
choice

Rank order 
check-all 

Rank order 
forced-choice

Voted in the 2004 general election 83.5 84.1 1 1
Donated money to a community group 70.9 81.3 2 2
Signed a petition 65.7 70.4 3 3
Attended public hearings 37.8 41.5 4 4
Attended a public meeting 34.0 37.0 5 5
Participated in a strike   2.7   3.7 6 7
None of the above   1.8   6.3 7 6

Pearson’s correlation between the rank order of forced-choice vs the rank order check-all: 0.964
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